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Abstract—This paper gives a high-level overview of the
string solver OSTRICH version 1.2, a solver entering SMT-
COMP 2022. For more details and theoretical results we re-
fer to the full version of the paper [4] and to the website
https://github.com/uuverifiers/ostrich.

I. OVERVIEW

OSTRICH is a string solver designed for solving constraints
that occur during program analysis. OSTRICH is built on
top of the SMT solver Princess [8] and uses the BRICS
Automata library [1] to handle regular expressions inside the
string formulas. OSTRICH accepts constraints written using
the SMT-LIB theory of strings and supports most operators of
the theory. The main algorithm implemented in OSTRICH is
the background propagation procedure [4], which guarantees
completeness of the solver for input formulas in the straight-
line fragment of the theory of strings. Some formulas outside
of that fragment may still be solved by alternative approaches
implemented in OSTRICH, which guarantee soundness (cor-
rectness of solutions, and correctness of unsat results), but not
completeness.

In addition to standardized SMT-LIB operators, OSTRICH
can handle a number of further functions, such as transducers
and the string reverse operation. Furthermore, OSTRICH allows
users to add their own string functions, as long as they provide
an implementation of pre-image computation [4]. OSTRICH
can also process regular expressions that include capture
groups, lazy quantifiers, and anchors, although this is still at a
more experimental stage [3]. For this functionality, OSTRICH
understands a number of additional regular expression operators,
and it includes a parser for JavaScript regular expression. Those
features will not be evaluated, however, at SMT-COMP 2022.

The signature part of the algorithm is the backwards
propagation, which is one of the contributions in the main
paper on OSTRICH [4]. Additionally, many more optimizations
have been implemented, such as a preprocessor and a formula
simplifier which are called before and during the main loop
of the string solver. OSTRICH was also extended to reason
about string formulas by extracting length constraints from
those formulas. Finally, more general word equations can be
handled by the application of Nielsen’s transformation [7], [5].

II. STRAIGHT-LINE FORMULAS

Straight-line formulas are conjunctions of string constraints
that can be represented in the form of straight-line pro-
grams S [4]:

S ::= x := f(x̄) | assert(R(x̄)) | S;S

where f denotes n-ary string functions, for instance concate-
nation, replace, replace-all, reverse, or any function that can
be represented by (one-way or two-way) transducers, and R is
a recognisable relation represented by a collection of tuples
of finite automata. The statements in a straight-line program
have to be sorted topologically, which means that a variable x
must never occur prior to an assignment to x.

Example 1. The following program gives rise to a string
formula in the straight-line fragment:

z1 = x ◦ y ; z2 = y ◦ x ; assert(z1 ∈ L↔ z2 ∈ L)

Note that variables z1, z2 are only referred to after their
definition, whereas x, y are input variables that are never
assigned (and therefore might have any value). The asser-
tion z1 ∈ L↔ z2 ∈ L is a recognisable relation. The string
formula corresponding to the program is z1 = x ◦ y ∧ z2 =
y ◦ x ∧ (z1 ∈ L↔ z2 ∈ L).

We note that straight-line fragments are empirically shown
to occupy the bulk of the existing benchmarks. For example,
even many length constraints (e.g. |x| > 20∨|y| ≤ 30) turn out
to exist in a form that can be converted into regular constraints
(a.k.a. monadically decomposable); see [6].

III. BACKWARDS PROPAGATION

Backwards propagation is a decision procedure for straight-
line formulas [4]. The main idea of backwards propagation
is to systematically compute pre-images of regular expression
constraints under the functions occurring in a straight-line
program, and this way infer necessary and sufficient constraints
on the input variables for the program to succeed. In Example 1,
this means that constraints about x, y are derived from the
assertion and the two assignments. For a word equation
like z1 = x ◦ y, constraints about z1 are propagated to obtain
constraints about x, y; a non-deterministic choice has to be
made in this process which part of z1 is assigned to x and
which to y, leading to proof branching. Throughout backwards
propagation, the consistency of derived constraints for the
different variables is checked to assess whether the formula
is satisfiable. Backwards propagation also takes into account
length information for the string variables, which may lead to
an early termination of the branch due to inconsistent word
lengths.

IV. COMPLEMENTARY PROOF RULES AND OPTIMIZATIONS

In OSTRICH, backwards propagation is applied as the last
step of the string solver, after all other proof rules have been
applied exhaustively to a formula. This is because backwards



propagation is a decision procedure for straight-line formulas,
but it cannot be applied to any formula outside of the fragment;
backwards propagation also sometimes exhibits high runtime
due to the necessary internal splitting. We therefore complement
backwards propagation with various other proof rules that
have the goal of detecting obvious cases of unsatisfiability, or
converting formulas into straightline formulas.

One of the first things to happen in the solver are optimiza-
tions in the preproccessor and the formula reducer, which have
the goal to simplify string formulas. The applied rewriting
rules cover various special cases, as well as many cases of
operations that can be reduced to regular language membership
or word equations. Examples are functions with trivial input,
such as (str.prefixof x "A"), which can be turned
into a regular constraint about x; or (str.prefixof x
x), which can immediately be reduced to true. Some
reductions are done immediately after parsing the input and are
independent of the rest of the formula; other reductions happen
during the execution of the string solver (“in-processing”), and
are aware of their context. An example of one of the latter
transformations is the translation of (str.prefixof x y)
to word equations, which depends on whether the translated
atom occurs positively or negatively.

Prior to calling backwards propagation, OSTRICH also
reasons about length constraints induced by the various string
operations, and ensures the consistency of such constraints.
One example for this are word equations x = y, which
imply that |x| = |y|. This equation about word length can
be used to derive a contradiction if it is known that x and
y have different lengths. Length information is also used
to guide backwards propagation and the use of Nielsen’s
transformation, described below. Optionally, in addition to
length information also induced equations about the number
of character occurrences in variables (representing components
of the Parikh image) are added.1

Nielsen’s transformation is applied before the backwards
propagation is called, and decomposes word equations into
(hopefully) simpler equations. The variant of Nielsen’s trans-
formation implemented in OSTRICH applies to string equa-
tions x ◦ t = y1 ◦ · · · ◦ yn, picks one of the right-hand side
variables yi, and splits the proof into two cases:

x = y1 ◦ · · · ◦ y′i ∧ t = y′′i ◦ · · · ◦ yn ∧ yi = y′i ◦ y′′i (1)
|x| < |y1 ◦ · · · ◦ yi−1| ∨ |x| > |y1 ◦ · · · ◦ yi| (2)

The choice of the variable yi to split into y′i, y
′′
i is done based

on the available length information, by first computing a model
of all length constraints, and following the arrangement implied
by this model [2].

Length constraints are also used to justify the application
of more efficient decomposition rules when possible. For
example, the word equation a ◦ b = c ◦ d can directly be
decomposed to a = c∧b = d if it can be derived that |a| = |c|;
such decomposition avoids proof branching, and is therefore
preferred over Nielsen’s transformation.

1This can be enabled using option +parikh.
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Fig. 1: One step in Nielsen’s transformation.

Example 2. Figure 1 illustrates one step of Nielsen’s trans-
formation for the word equation x0y = 11z where x, y, z are
string variables and 0, 1 are string constants. When no length
information is available then the transformation guesses the
length of the leftmost symbols and decomposes the equation
based on the guess. In this example the leftmost branch and
the middle branch lead to unsatisfiable word equations and
are terminated. The execution of Nielsen’s transformation
continues then with the right branch and finds a solution
x 7→ 11, y 7→ ε,z 7→ 0.

V. OSTRICH AT SMT-COMP 2022

We are submitting the recently released version 1.2 of
OSTRICH in the single-query track divisions QF_S, QF_SLIA,
QF_SNIA. This version is linked against Princess 2022-07-01
and the BRICS automata library 1.11-8. The submitted version
of OSTRICH is configured to use the option +parikh to
switch on partial Parikh reasoning, see Section IV, otherwise
it uses default options.
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